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LEONARDO HPC
THE 7TH MOST POWERFUL SUPERCOMPUTER IN THE WORLD
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LEONARDO + LISA
TOWARDS AN Al OPTIMIZED INFRASTRUCTURE

Lisa
Al Module
160+ Server 8-way GPUs + HBM3

Fast distributed scratchpad

Leonardo

Data Centric Module
1536 compute nodes
2x Intel SPR CPUs,
512 GB DDR5, NVM

Leonardo

Booster Module
3456 compute nodes
4x NVIDIA A100-64 GPUs

Data
Low Latency Interconnect 400Gb/s Low Latency Interconnect 200Gb/s

Storage Fast Tier
Front-end : 5.4 PB. 1.4 TBls Front-end

partition partition

Gateway
2.5Tb/s

login + viz Multi-protocol Storage High performance Login nodes

' . Tier Visualiz. nodes
(file, object, block) 106 PB, 620 GB/s

Facility distribution and routing
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I Lisa » InfiniBand
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THE ITALIAN SUPERCOMPUTING RESOURCES ALLOCATION ORGANIZATION

« Class B (Max 250'000 GPU hours on Leonardo Booster — 12 months)
Class B projects are received twice a year. They go under peer-review evaluation and
a 5 months period is expected before access to HPC resources.

« Class C (Max 10'000 GPU hours on Leonardo Booster — 9 months)
Class C projects are received through contfinuous submission and reviewed once per
month. An average period of about 30 days is required for activating the project.

Projects’ Pls need to be affiliated to an Italian research institution, while no restriction is applied for
the Co-Pl and collaborators. It is expected that the research will be performed at Italian institutions.

CINECA provides high-level technical support to each project through its User Support Group.
Dedicated specialist support can be requested for the enabling and optimization of the
applications necessary for the project.



I THE EuroHPC ACCESS CALLS *

Benchmark Access > 3'500 node hours (on BOOSTER, 3 months)

Development Access 2 4'500 node hours (on BOOSTER, 1 year)

Regular Access 2 52'000-220'500 node hours (on BOOSTER, 1 year)

Al and Data-Intensive Applications - 50’000 node hours (1 year)

Extreme Scale > min 245’000 node hours (on BOOSTER, 1 year)



The CINECA Al Ecosystem

Transfer hundreds of TBs of data!

The modaules: ready-to-use environments always up to date,
optimised for the Leonardo GPUs and prepared by CINECA experts.
: it/cineca-ai/cineca-ai Datamovers are dedicated nodes on each

HPC cluster that are designed for transferring
data FROM/TO a cluster. Available transfer

protocols: rsync, scp, sftp, wget, curl.
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https://wiki.u-gov.it/confluence/display/SCAIUS/Leonardo+-+Scientific+Python+user+environment+and+tools+for+AI%3A+the+CINECA+Artificial+Intelligence+project
https://gitlab.hpc.cineca.it/cineca-ai/cineca-ai
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"Master" Compute nodes

Data
slurm BOOSTER | o tric

workload manager j
\ Storage /

Modified

Login nodes

—

GNU nano 2.9.8 job_inference.sh

module purge
module load python
source env_iscra/bin/activate

'all modules loaded'

"path : $path"

torchrun ——nproc_per_node 2 /leonardo_scratch/large/userinternal/lcavalll/1lama/prova_def.py

—-ckpt_dir /leonardo_scratch/large/userinternal/lcavalll/llama/llama-2-13b-chat/
--tokenizer_path /leonardo_scratch/large/userinternal/lcavalll/1lama/tokenizer.model
—-max_seqd_len 1536 --max_batch_size 50



A continuous improvement

Slow I/O performance on HDD storage Improved I/O on Full-Flash storage

Al jobs with long runs / high number of nodes
may experience system instability Sharing best practices on check points

- Improve the usability of CINECA Al env
- Promote the awareness of the HPC services to
the Al communities

Easy the uptake of the CINECA Al environment for
the Al community

Readiness of the users:

- Queues vs reserved resources - Improve skills the Al community on an efficient
and sustainable use of the Al systems

- Lack of exposure of Al community to port Al

environment on large scale Al supercomputers - HPC centres can support and train Al community



General "HPC"- related support services, as for other communities }

Dedicated services tailored for the Al scientific/industrial communities working on the
challenges Al factory should address

* Level 0: Awareness of the need of Al community and of the HPC user support service
* Level 1: Support for porting Al applications and workflows on HPC infrastructures

* Level 2: Support for the use and mastering of Al libraries on HPC Architecture

* Level 2: Support for upscaling of workflows

e Level 3: Support to engineering Data pipelines

* Level 3: Support for the pre-training of large-scale Al models

e Level 3: Support for the specialization of various Al models

Efficient integration with existing and upcoming service-delivering European Initiatives
(e.g. EPICURE, upcoming MINERVA)




CINECA

e

M.Lun

A= vAYA Thank YOU

..y

- ’ /@L::Q_N_Aﬁggﬁ Y‘ €5 mm CINECA

11



	Slide Number 1
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11

